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FISA DISCIPLINEI
1. Date despre program
1.1 Institutia de Invatamant Universitatea Nationala de Stiinta si Tehnologie Politehnica
superior Bucuresti
1.2 Facultatea Electronica, Telecomunicatii si Tehnologia Informatiei
1.3 Departamentul Dispozitive, Circuite si Arhitecturi Electronice
1.4 Domeniul de studii Inginerie Electronica, Telecomunicatii si Tehnologii Informationale
1.5 Ciclul de studii Masterat
- Tehnologii Multimedia in Aplicatii de Biometrie si Securitatea
1.6 Specializarea .
Informatiei
2. Date despre disciplina
Inteligenta artificiala I: sisteme clasice de invatare
2.1 Denumirea disciplinei (ro) automata
(en) Artificial Intelligence I: Classical Machine Learning
Systems
2.2 Titularul activitatilor de curs S.L. dr. ing. Serban MIHALACHE
2.3 Titularul activitatilor de seminar / laborator S.L. dr. ing. Serban MIHALACHE
2.4 Anul de 2.5 2.6. Tipul de 2.7 Regimul
. 1 1 E|5. .2, Ob
studiu Semestrul evaluare disciplinei
228 Tlp_lﬂ . F 219 Qodul. 2 2.10 Tipul de notare | Nota
disciplinei disciplinei
3. Timpul total estimat (ore pe semestru al activitdtilor didactice)
3.1 Numar de ore pe saptamana 4 Din care: 3.2 curs |2 | 3.3 seminar/laborator |2
3.4 Total ore din planul de invatamant 56 Din care: 3.5 curs | 28 | 3.6 seminar/laborator | 28
Distributia fondului de timp: ore
Studiul dupa manual, suport de curs, bibliografie si notite
Documentare suplimentara in biblioteca, pe platformele electronice de specialitate 65
Pregdtire seminarii/ laboratoare/proiecte, teme, referate, portofolii si eseuri
Tutorat 0
Examinari 4
Alte activitati (daca existd): 0
3.7 Total ore studiu individual 69.00
3.8 Total ore pe semestru 125
3.9 Numarul de credite 5
4. Preconditii (acolo unde este cazul)
Parcurgerea urmadtoarelor discipline:
4.1 de curriculum — Programarea calculatoarelor
— Prelucrarea digitala a semnalelor
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Acumularea urmatoarelor cunostinte generale:
4.2 de rezultate ale Tnvatarii — concepte fundamentale de programare a calculatoarelor;
— tehnici de baza de prelucrare a semnalelor.

5. Conditii necesare pentru desfasurarea optima a activitatilor didactice (acolo unde este cazul)

5.1 Curs — Cursul se va desfasura Intr-o sala dotata cu videoproiector si computer.
— Laboratorul se va desfasura ntr-o sala cu dotare specifica, care trebuie sa includa:
5.2 Seminar/ videoproiector, computer si software specific (Python).
Laborator/Proiect | — Prezenta obligatorie la laboratoare (conform regulamentului studiilor universitare de
masterat in UNSTPB).

6. Obiectiv general

Disciplina ofera o perspectivd detaliatd asupra domeniului Invatdrii automate folosind modele clasice:
modelul celor K medii (K-means Model, KMM), algoritmul celor mai apropiati K vecini (K-nearest
Neighbors, KNN), modele cu mixturi de Gaussiene (Gaussian Mixture Models, GMM), regresie liniara si
logistica, arbori de decizie (Decision Trees, DT), ansambluri de arbori de decizie (Random Forests, RF),
masini cu vectori suport (Support Vector Machines, SVM), modele Markov ascunse (Hidden Markov
Models, HMM) si retele neuronale artificiale fundamentale, Tn particular retele neurale complet-conectate
(Fully-connected Neural Networks, FCNN).

— Cursul ofera o introducere in problematicile specifice domeniului si abordeaza cele trei paradigme
fundamentale (invatare supervizatd, invatare nesupervizatd si Tnvatare sustinutd), realizandu-se o analiza
comparativa a acestora si a tipurilor de aplicatii care se preteaza nativ fiecareia. Sunt prezentate in detaliu
cele mai importante tehnici si metode de invatare automatd, particularizate pentru probleme de clasificare
nesupervizatd, clasificare supervizata si regresie (KMM, KNN, GMM, regresie liniara si logistica, DT, RF,
SVM si FCNN).

— Laboratorul debuteaza cu o introducere comprehensiva in utilizarea limbajului de programare Python si a
pachetelor esentiale utilizate in domeniul invatarii automate (numpy, scipy, pandas, matplotlib etc.). Restul
lucrarilor acopera implementarea practica a principalelor modelelor de Invdtare automata studiate la curs,
folosind pachetele Python scikit-learn si Keras/TensorFlow, si utilizarea acestora pentru aplicatii diverse de
clasificare nesupervizata, clasificare supervizata si regresie.

7. Competente
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Specifice

— Demonstreaza ca detine cunostinte de baza privind conceptele teoretice si modelele
si tehnicile moderne de inteligenta artificiala si Tnvatare automata clasica.

— Aplica in practica cunostintele teoretice dobandite si utilizeaza medii de simulare
pentru analiza si prelucrarea diverselor tipuri de date si de semnale (in special semnalul
vocal).

— Aplicd metode, tehnici si metodologii standardizate, specifice domeniului
inteligentei artificiale si invatarii automate clasice, pentru rezolvarea problemelor de
clasificare sau regresie, in functie de natura aplicatiei.

— Argumenteaza si analizeaza coerent si corect contextul de aplicare a cunostintelor de
baza ale domeniului inteligentei artificiale si Tnvatarii automate clasice, utilizand
concepte cheie ale disciplinei si metodologia specifica.

— Comunicare orald si In scris in limba romana: utilizeaza vocabularul stiintific
specific domeniului studiat, in vederea comunicarii eficiente si corecte, in scris si oral.
— Comunicare orala si Tn scris intr-o limba strdina (engleza): demonstreaza intelegerea
si aplicarea corectd a vocabularului aferent domeniului studiat, intr-o limba strdina.

Transversale
(generale)

— Comunica eficient, Tn special in timpul orelor de aplicatii, coordonandu-si eforturile
cu ceilalti pentru rezolvarea de situatii problema de complexitate medie.

— Autonomie si gandire critica: abilitatea de a gandi Tn termeni stiintifici, de a cauta si
analiza date Tn mod independent, de a identifica solutii, precum si de a desprinde si
prezenta concluzii.

— Capacitate de analiza si sinteza: prezinta In mod sintetic cunostintele dobandite, ca
urmare a unui proces de analiza sistematica.

— Respecta principiile de etica academica: 1n activitatea de documentare citeaza corect
sursele bibliografice utilizate.

— Pune in practica elemente de inteligentda emotionald in gestionarea socio-emotionala
adecvata a unor situatii din viata academicd, demonstrand stapanire de sine si
obiectivitate in luarea deciziilor sau in situatii de stres.

8. Rezultatele invatarii
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— Defineste corect notiunile de baza ale domeniului inteligentei artificiale si Tnvatarii automate:
invatare supervizatd, Tnvatare nesupervizata, invatare sustinutd, metodologii experimentale,
validare incrucisata, modele clasice de clasificare si regresie, trasaturi si parametri de semnal etc.

— Descrie in mod corespunzator conceptele si aspectele particulare legate de modelele de invatare
automata clasica (modelul celor K medii, algoritmul celor K vecini, modele cu mixturi de
Gaussiene, modele Markov ascunse, arbori de decizie si ansambluri de arbori de decizie, regresie
liniara si logistica, masini cu vectori suport, retele neuronale artificiale simple), precum si
avantajele si limitdrile individuale ale acestora.

— Evidentiaza metodologiile si tehnicile de antrenare si de testare pentru modelele de invatare
automata clasica.

— Intelege principiile de impartire a seturilor de date si de evaluare a capabilititii de generalizare a
modelelor de invatare automata clasica.

— Defineste si utilizeaza elementele de baza legate de analiza si prelucrarea semnalului vocal
(reprezentdri Tn domeniile timp si frecventa).

— Este capabil sa utilizeze corect principalele modalitati de extragere a trasaturilor semnalului
vocal (in domeniul timp, spectrale si cepstrale).

>
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Cunostinte

— Selecteaza si grupeaza informatii relevante intr-un context dat, putand astfel sa descrie
corespunzdtor diverse aspecte teoretice sau practice ale domeniului inteligentei artificiale si
Invatarii automate.

— Utilizeaza argumentat conceptele specifice domeniului inteligentei artificiale si nvatarii
automate, Tn vederea abordarii corecte a unor probleme.

— Verifica experimental solutiile identificate pentru rezolvarea practica a unor aplicatii legate de
prelucrarea datelor si a semnalelor.

— Formuleaza concluzii corecte asupra rezultatelor experimentele realizate.

— Argumenteaza modul de rezolvare si solutiile utilizate pentru rezolvarea unor probleme.

Aptitudini

Selecteaza surse bibliografice potrivite si le analizeaza.

Respecta principiile de etica academica, citand corect sursele bibliografice utilizate.

— Demonstreaza receptivitate pentru contexte noi de Tnvatare.

— Manifesta colaborare cu ceilalti colegi si cadre didactice in desfasurarea activitatilor didactice.

— Demonstreaza autonomie in organizarea contextului de invatare si a problemelor de rezolvat.

— Constientizeaza valoarea contributiei sale Tn domeniul ingineriei la identificarea de solutii viabile
care sa rezolve probleme din viata sociala si economica.

— Analizeaza oportunitati de afaceri sau de dezvoltare antreprenoriala, pornind de la cunostintele
dobandite in domeniul inteligentei artificiale si invatarii automate clasice.

— Demonstreaza abilitati de management ale situatiilor din viata reala (de exemplu gestionarea
corecta a timpului de Tnvatare).

5

Responsabilitate
si autonomie

9. Metode de predare
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— Cursurile sunt predate Intr-o maniera interactiva, fiind Tncurajata participarea activa a studentilor. Sunt
folosite atat metode clasice de predare (prelegerea si expunerea), utilizand prezentari PowerPoint prin
intermediul mijloacelor multimedia, cat si interactive, bazate pe intrebari — raspunsuri si feedback-ul
(prin repetarea suplimentara a anumitor notiuni si concepte, daca acest lucru se dovedeste necesar).

Fiecare curs debuteaza cu recapitularea succinta a capitolelor anterioare, cu accent asupra notiunilor
parcurse la ultimul curs. Prezentdrile utilizeazd numeroase imagini si scheme, astfel incat informatiile
prezentate sa fie cat mai usor de inteles si asimilat. Se lucreaza impreuna cu studentii un numar de exercitii
sau probleme.

Materialele complete de curs sunt disponibile in format electronic pe platforma Moodle a facultatii.

— Predarea cunostintelor in cadrul orelor de laborator se bazeaza pe comunicarea orala si explicarea detaliata
a metodelor utilizate si a rezultatelor obtinute, intr-o maniera permanent interactiva. Studentii
implementeaza si evalueaza independent aceleasi probleme prin utilizarea calculatorului si a mediului
software. Aplicatiile realizate 1i ajuta pe studenti in dezvoltarea unor relatii optime de comunicare intr-un
climat favorabil invatarii prin descoperire.

Materialele de laborator sunt disponibile studentilor sub forma electronica pe platforma Moodle a facultatii.

10. Continuturi

CURS
. . Nr.
Capitolul Continutul
’ ore

1 “Introducere” — Scurt istoric si momente cheie Tn evolutia domeniului. Stadiul ’
domeniului Tn prezent. Rezultate remarcabile. Probleme si aspecte etice
“Concepte fundamentale. Paradigme” — Definitii. Paradigme de invatare automata
(supervizatd, nesupervizatd, sustinuta) si analiza comparativa a acestora.

) Supraantrenarea. Metodologii experimentale si tehnici de antrenare si de testare. Principii 4
de divizare ale seturilor de date. Hiperparametrii modelelor de invatare automata si
optimizarea acestora. Normalizarea datelor de intrare. Masuri de performanta. Problema
complexitdtii datelor de intrare
“Modelul celor K medii (KMM). Algoritmul celor mai apropiati K vecini (KNN)” —

3 Concepte teoretice. Modelare matematica. Functii pentru masurarea distantelor. Alegerea 9

hiperparametrilor. Avantaje si limitdri. Problema complexitatii datelor de intrare.
Exemple

“Modele cu mixturi de Gaussiene (GMM)” — Concepte teoretice. Modelare matematica.
Distributii Gaussiene de ordin superior. Forme pentru matricele de covarianta. Algoritmul
4 de maximizare a valorilor asteptate (expectation-maximization, EM). Alegerea 2
hiperparametrilor. Avantaje si limitdri. Utilizarea in cadrul invatarii supervizate si in
cadrul invatarii nesupervizate. Exemple

“Regresie liniara. Regresie logistica” — Concepte teoretice. Modelare matematica. Solutia

5 > L . . P 2
analitica si solutii numerice. Algoritmul LMS. Avantaje si limitari. Exemple
“Arbori de decizie (DT). Ansambluri de arbori de decizie (RF)” — Concepte teoretice.

6 Terminologie specifica. Modelare matematica. Functii criteriu. Avantaje si limitdri. ?

Tehnici de clasificare in ansamblu — esantionare si agregare (bagging), ponderare si
agregare (boosting). Exemple
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“Masini cu vectori suport (SVM)” — Concepte teoretice. Modelare matematica.
Maximizarea marginii de separare. Functii de transformare (kernel functions).
7 Regularizarea masinilor cu vectori suport — variabile de relaxare, parametrul C. Avantaje | 4
si limitdri. Probleme de clasificare — strategii de clasificare Tn ansamblu (una-vs-una,
una-vs-restul). Exemple

“Modele Markov ascunse (HMM)” — Concepte teoretice. Modelare matematica.
Problema evaluarii — algoritmul de propagare directa. Problema decodarii — algoritmul
Viterbi. Problema antrenarii — algoritmul de propagare inversa si algoritmul Baum-
Welch. Avantaje si limitari. Exemple

“Retele neurale complet-conectate (FCNN)” — Concepte teoretice. Principii
fundamentale. Modelare matematica. Neuronul artificial. Functii de activare. Teorema de
aproximare universala. Antrenarea FCNN — functii cost, algoritmul de minimizare dupa
9 gradient (gradient descent, GD), algoritmul de propagare inversa a erorilor 6
(backpropagation), antrenare pe loturi de date si algoritmul GD stocastic (stochastic
gradient descent, SGD). Avantaje si limitari. Problema disparitiei/exploziei gradientului.
Hiperparametrii FCNN. Exemple

Total: | 28

Bibliografie:

1. S. Mihalache, Inteligentd artificiald I: sisteme clasice de invdtare automatd, suport de curs electronic
pe platforma Moodle a facultatii de ETTTI: https://curs.upb.ro/

2. D. Burileanu, S. Mihalache, Prelucrarea digitald a semnalelor: concepte fundamentale, tehnici
avansate, aplicatii, Editura MATRIX ROM, Bucuresti, 2022, ISBN: 978-606-25-0767-1.

3. C.M. Bishop, Pattern Recognition and Machine Learning, Springer International Publishing, 2006,
ISBN: 978-0387-31073-2.

4. M. Kubat, An Introduction to Machine Learning, Ed. a 2-a, Springer International Publishing, 2017,
ISBN: 978-3-319-63912-3.

5. T. Hastie, R. Tibshirani, J. Friedman, The Elements of Statistical Learning, Ed. a 2-a, Springer
International Publishing, 2009, ISBN: 978-0-387-84857-0.

6. 1. Goodfellow,Y. Bengio, A. Courville, Deep Learning, MIT Press, 2016, ISBN: 978-0-262-03561-3.

LABORATOR
Nr. Continutul Nr.
crt. ’ ore
1 Protectia muncii. Introducere Tn utilizarea limbajului de programare Python si a pachetelor 4

aditionale (numpy, scipy, pandas, matplotlib etc.)

Aplicatii de clasificare nesupervizata: modelul celor K medii (KMM), modele cu mixturi de
2 | Gaussiene (GMM). Aplicatii de clasificare supervizata: algoritmul celor mai apropiati K 4
vecini (KNN)

Aplicatii de regresie si clasificare supervizata: regresie liniara, regresie logistica

Aplicatii de clasificare: arbori de decizie (DT) si ansambluri de arbori de decizie (RF)

Aplicatii de clasificare supervizata: masini cu vectori suport (SVM)

Aplicatii de clasificare supervizata si regresie: retele neurale complet-conectate (FCNN)

N[oaoju| b~ |Ww
RN R RS

Colocviu final

Total: | 28
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Bibliografie:

1. S. Mihalache, Inteligentd artificiald I: sisteme clasice de invdtare automatd — Platforme de laborator,
disponibile 1n format electronic pe platforma Moodle a facultdtii de ETTTI: https://curs.upb.ro/

2. *** scikit-learn — Machine Learning in Python, documentatie si manual de utilizare, disponibile in
format electronic: https://scikit-learn.org/stable/

3. *** Keras API documentation, documentatie si manual de utilizare, disponibile Tn format electronic:
https://keras.io/2.17/api/

4. ***  NumPy, documentatie si manual de utilizare, disponibile in format electronic:
https: //numpy org/doc/

5. *** pandas documentation, documentatie si manual de utilizare, disponibile Tn format electronic:
https://pandas.pydata.org/docs/

11. Evaluare

11.3
Tip activitate 11.1 Ciriterii de evaluare 11.2 Metode de P.O ndere
evaluare din nota
finala

Cunoasterea notiunilor teoretice fundamentale
legate de inteligenta artificiala si sisteme clasice | Examen scris in
11.4 Curs de invatare automata. Cunoasterea modului de | sesiunea de 50%
aplicare a teoriei la rezolvarea unor probleme examene.
specifice domeniului.

Intelegerea modelelor si tehnicilor

fundamentale de inteligenta artificiala si Colocviu final
11.5 Tnvatare automata clasica. Cunoasterea modului | de laborator 50%
. . . . . . (0]
Seminar/laborator/proiect |de simulare si de implementare practica (pe (test pe

calculator) a metodelor si tehnicilor studiate, cu | calculator).
ajutorul unor medii de programare evoluate.

11.6 Conditii de promovare

— Obtinerea a 50% din punctajul total.
— Realizarea obligatiilor caracteristice activitatii de laborator (participarea la lucrarile planificate).

12. Coroborarea continutului disciplinei cu asteptarile reprezentantilor angajatorilor si asociatiilor
profesionale reprezentative din domeniul aferent programului, precum si cu stadiul actual al
cunoasterii in domeniul stiintific abordat si practicile in institutii de invatamant superior din Spatiul
European al Invatamantulm Superlor (SEIS)

In ultimele decenii, domeniul de inteligenta artificiala (IA) a Inregistrat o crestere spectaculoasd, devenind o
forta motrice in progresul tehnologic global. Institutii de Tnvatamant superior din Tntreaga lume 1si revizuiesc
programele de studiu pentru a incorpora cunostintele si abilitatile necesare pentru a face fata acestui trend
emergent. Utilitatea profunda a domeniului de IA se reflectd in multiplele sale aplicatii practice, de la
sisteme de recomandare in comertul electronic la asistentd medicald, vehicule autonome, si multe altele.
Studiul domeniului de IA la nivel universitar nu doar ca permite studentilor sa obtina o intelegere profunda a
conceptelor tehnice, ci 1i pregdteste si pentru a fi competitivi pe piata muncii, Intr-un peisaj profesional in
continua schimbare. Capacitatea de a intelege si de a dezvolta tehnologii de inteligenta artificiald devine o
abilitate esentiala in era digitala, deschizand porti catre o gama larga de oportunitati de cariera Tn companii
de tehnologie, cercetare si dezvoltare, start-up-uri inovatoare si multe altele. In plus, integrarea studiului IA
in institutiile de Tnvatamant superior stimuleaza cercetarea si inovatia. Cercetarea in acest domeniu poate
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duce la descoperiri remarcabile, imbunatdtind semnificativ calitatea vietii si rezolvand provocari complexe.
Prin colaborarea cu industria, universitatile pot crea punti solide Tntre teorie si aplicatii practice, pregatind
astfel tinerii pentru a face fata provocarilor tehnologice ale viitorului.

Se asigura astfel absolventilor competente adecvate cu necesitatile calificarilor actuale si o pregatire
stiintifica si tehnica moderna, de calitate si competitiva, care sa le permita angajarea rapida dupa absolvire,
disciplina fiind perfect incadratd in politica Universitatii Nationale de Stiinta si Tehnologie POLITEHNICA
Bucuresti, atat din punctul de vedere al continutului si structurii, cat si din punctul de vedere al aptitudinilor
si deschiderii internationale oferite studentilor. Posibilii angajatori vizeaza atat mediul academic (profil
didactic si de cercetare), cat si mediul de cercetare-dezvoltare din institutiile de stat si private care utilizeaza
(sau intentioneaza sa foloseasca) sisteme bazate pe inteligenta artificiala.

Data completarii Titular de curs Titular(i) de aplicatii
S.L. dr. ing. Serban S.L. dr. ing. Serban
26.09.2025 MIHALACHE MIHALACHE
Data avizarii in departament Director de departament
22.10.2025 Prof. Dr. Claudius Dan
Cr
2~

Data aprobarii in Consiliul

S Decan
Facultatii

Prof. dr. ing. Radu Mihnea UDREA



